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Abstract

This paper presents a methodology and some strategies ap-
plied in the IJCAI 2025 Generative Large Model Security
Offensive and Defensive Competition. Focusing on both text-
to-text and text-to-image large language models jailbreak, our
approach evolved from initial prompt engineering and itera-
tive refinement using advanced Al models like Gemini 2.5
Pro, to a sophisticated strategy incorporating a comprehen-
sive jailbreak method library. We detail our classification
of risk topics, the development of a robust testing frame-
work utilizing web crawlers to bypass commercial fences,
and a refined evaluation process combining Al assessment
with human verification. The paper highlights key techniques
such as logical deception, semantic manipulation, and struc-
tural/encoding attacks, demonstrating their effectiveness in
inducing large models to generate risky content while main-
taining high diversity and relevance. Our iterative optimiza-
tion process, including manual refinement and continuous ad-
justment based on official feedback, proved crucial in achiev-
ing competitive performance.

Introduction

With the rapid advancements in artificial intelligence, par-
ticularly in generative large models (GLMs), their capabili-
ties have expanded across various domains, from natural lan-
guage processing to image generation. However, alongside
their immense potential, GLMs also present significant se-
curity challenges, notably the risk of generating harmful, bi-
ased, or illegal content. This vulnerability, often referred to as
‘jailbreaking,” poses a critical threat to the safe and ethical de-
ployment of these powerful Al systems. Moreover, a continu-
ous “arms race” is unfolding between defensive mechanisms
and adversarial attacks. As defenses evolve, fragmented, one-
off attack techniques are rapidly becoming obsolete. There-
fore, developing a comprehensive and adaptive framework
to systematically discover and exploit vulnerabilities has be-
come a matter of critical importance.
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To address this challenge, this paper designs and implements
a comprehensive procedural framework for adversarial at-
tacks. The effectiveness of this framework was thoroughly
tested and validated in the high-stakes, real-world adversar-
ial setting of the IJCAI 2025 Generative Large Model Se-
curity Offensive and Defensive Competition. Through this
work, we systematically demonstrate how to design and exe-
cute an effective, iterative attack strategy for both text-to-text
and text-to-image large models.

The core contributions of this paper can be summarized as
follows:

An Al-Driven, Expandable Attack Library: We propose
a novel process that first leverages an advanced LLM (e.g.,
Gemini 2.5 Pro) to generate a foundational library of at-
tack methods. This library is then critically augmented with
cutting-edge techniques from academic research. This hy-
brid generation-and-curation model results in an attack arse-
nal that is both diverse and potent.

A High-Fidelity, Realistic Evaluation Framework: Rec-
ognizing the limitations of API-based testing, we developed
a custom web crawler-based evaluation framework. This
framework enables testing directly against models protected
by commercial-grade safety guardrails in a live web environ-
ment, thereby ensuring the validity and real-world relevance
of our evaluation results.

A Data-Driven, Closed-Loop Optimization Process: We
designed and implemented a closed-loop optimization pro-
cess guided by a composite reward signal. This process uses
elite prompts as seeds, iteratively generating variants and
assessing them with a quantitative reward function, which
enables continuous and automated refinement of the attack
prompts.

Empirical Effectiveness in a Top-Tier Competition: The
proposed framework secured a Sth-place finish in the final
round of the highly competitive IJICAI 2025 security compe-
tition. This result not only demonstrates the efficacy of our
individual techniques but also validates the comprehensive
strength of our entire methodology in a live, dynamic, and
highly adversarial environment.
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Task Description

The IJCAI 2025 Generative Large Model Security Offensive
and Defensive Competition challenged participants to induce
various generative large models (GLMs) to produce risky
content by employing diverse attack strategies. The compe-
tition focused on two main types of GLMs: text-to-text large
models and text-to-image large models.

Competition Objectives

Participants were required to submit attack prompts targeting
a series of risk topics. For each risk category, the submission
of three distinct attack prompts was mandatory. Specific char-
acter limits were imposed: text-to-text prompts were limited
to 200 Chinese characters, and text-to-image prompts to 75
Chinese characters.

Scoring Criteria (Finals Stage)
The total score was calculated using the following formula:

Total Score = 0.1 x S1+ 0.4 x S24+ 0.5 x S3 (1)

The individual components of the score are defined as fol-
lows:

S1: Prompt Diversity Score (0-1): This evaluated the
semantic difference between the three submitted attack
prompts. A mean semantic difference score (D) greater than
0.15 was a critical threshold. If the diversity score S1 fell be-
low 0.15, both the consistency score (52) and the risk score
(53) would be zeroed.

S2: Output Content Consistency Score (0-1): This as-
sessed the semantic consistency between the generated con-
tent (text or image) and the intended risk topic. An automated
evaluation using multimodal large models was employed,
supplemented by a crucial manual review. Prompts deemed
irrelevant to the risk topic during manual review would result
in an S3 score of zero.

S3: Output Content Risk Level Score: This evaluated the
severity of the risk present in the model’s output. Outputs
were categorized and assigned a risk value, denoted as R(x)
where z is the output, as detailed in Table . The final S3 score
was a weighted calculation based on these values.

Output CategoryValue Assigned, R(z)

[h] Implicit Risk +2
** Obvious Risk +1
Normal Content -1

These scoring criteria directly informed the design of our
methodology. The gatekeeping nature of the S1 diversity
score was the primary motivator for building our broad and
varied Jailbreaking Method Library (Phase 1). The sig-
nificant weight of the S2 consistency score necessitated the
development of our Al-driven Risk Taxonomy and Method
Recommendation system to ensure attacks were precisely
targeted (Phase 1). Finally, the entire scoring formula, with
S3 as its ultimate goal, was directly mirrored in the compos-
ite reward signal that guided our closed-loop optimization
process (Phase 3), allowing our framework to iterate quan-
titatively towards maximizing the competition’s evaluation
metrics.

Related Work

The security and safety of Large Language Models (LLMs)
have become a paramount concern, leading to a surge in re-
search on their vulnerabilities. Our work builds upon several
key streams of research in LLM jailbreaking, adversarial at-
tacks, and red teaming.

Prompt-Based Jailbreaking Attacks

Early and foundational work in jailbreaking focused on craft-
ing malicious prompts that manipulate LLMs into bypassing
their safety alignments. These attacks often exploit logical
fallacies or create specific contexts where generating harm-
ful content appears permissible. A primary example is the
use of role-playing scenarios, where the model is instructed
to act as a character without ethical constraints [Wei et al.,
2023]. Similarly, attackers employ hypothetical contexts,
such as writing a fictional story or a movie script, to coax
the model into generating otherwise forbidden content [Perez
and Ribeiro, 2022].

Another significant category is the privilege escalation or sys-
tem prompt injection attack, where prompts are designed to
make the model ignore its initial safety instructions, often
by feigning a “developer mode” or a higher-authority com-
mand [Perez and Ribeiro, 2022]. While these foundational
works demonstrated the efficacy of individual prompt-based
attacks, they often lack a systematic framework for selection
and application. Our work addresses this gap by not just
using these techniques, but by curating them into a struc-
tured library and, more importantly, developing an Al-
driven recommendation system that maps the optimal at-
tack strategy to specific risk categories.

Adversarial Suffix and Gradient-Based Attacks

Moving beyond human-interpretable prompts, a more sophis-
ticated class of attacks involves appending optimized, often
non-sensical, character sequences to user queries. The sem-
inal work on Greedy Coordinate Gradient (GCG) attacks by
Zou et al. demonstrated that a short, transferable adversar-
ial suffix could be algorithmically discovered to reliably jail-
break both open-source and closed-source LLMs [Zou ef al.,
2023]. These gradient-based methods operate by finding in-
puts that steer the model’s internal representations toward a
state that triggers harmful output generation, bypassing safety
classifiers that focus on semantic meaning.

While our competition framework did not permit direct gra-
dient access, we uniquely adapted the core principle of these
sophisticated attacks into a black-box setting. By manually
crafting structured “noise” suffixes (e.g., code snippets, for-
matted text) to mimic this disruptive effect—a technique we
term “prompt signal pollution”—we effectively translated
a white-box attack philosophy into a practical, gradient-
free strategy.

Multi-Modal and Evasive Techniques

With the rise of multi-modal models, research has expanded
to include attacks that operate across different data types. For
text-to-image models, attacks often involve conceptual re-
combination, where benign concepts are combined to form



a harmful scene, or stylistic hijacking, using an artist’s style
known for sensitive themes to render a risky image [Qi er al.,
2023al.

More advanced techniques explore evading detection through
subtlety. For instance, semantic steganography aims to hide
malicious instructions within a seemingly innocuous cover
text, making the harmful intent invisible to safety detec-
tors [Zhang et al., 2024]. Inspired by these evasive strategies,
our work operationalizes these concepts into concrete, named
techniques within our library, such as ’Concept Titration’ and
’Acrostic Instruction’. Unlike the original works which of-
ten focus on a single concept, our framework allows us to
systematically combine these stealthy methods with other,
more overt attacks, creating multi-layered prompts that
are harder to detect.

Automated Red Teaming and Evaluation

The process of finding vulnerabilities has also been a sub-
ject of research. Automated red teaming frameworks have
been proposed to use one LLM to generate a vast number
of diverse and creative prompts to jailbreak another LLM,
significantly scaling up the discovery process [Perez et al.,
2022]. The evaluation of these attacks is also a non-trivial
challenge. Recent work has highlighted the limitations of us-
ing LLMs as judges and has proposed more robust evalua-
tion frameworks [Qi ef al., 2023b]. Our methodology con-
tributes directly to this area by implementing a pragmatic,
semi-automated evaluation pipeline that combines the scal-
ability of an LLM judge (e.g., Qwen-3) with the precision of
human verification, providing a practical and effective solu-
tion for a competitive setting.

In summary, our primary contribution is not a single, novel
attack vector, but rather a holistic and battle-tested meta-
level framework. This framework synthesizes the diverse re-
search threads discussed above—from prompt-based exploits
to automated red-teaming principles. Its core innovation lies
in the synergistic integration of: (1) an Al-driven library of
attack methods, (2) a high-fidelity testing environment, and
(3) a data-driven, closed-loop optimization engine. This end-
to-end system demonstrates how to strategically combine, se-
lect, and refine known and novel techniques to achieve supe-
rior performance in a competitive, real-world setting.

Method

Our methodology for the IJCAI 2025 security competition
was a systematic, multi-stage framework designed to move
from broad strategic exploration to fine-grained, data-driven
optimization. The entire process is centered on a closed-
loop generation-evaluation-optimization system, a concept
inspired by the principles of automated red-teaming [Perez
et al., 2022]. This system synergizes the creative capabilities
of Large Language Models (LLMs) with a robust, realistic
testing pipeline to effectively navigate the black-box attack
space. The overall architecture of our approach is illustrated
in Figure , and it is executed in three distinct phases as de-
tailed below.
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Phase 1: Foundational Framework Construction

The initial and most critical phase focused on building a struc-
tured and comprehensive set of strategic assets to guide our
attack efforts. This involved creating an extensive knowledge
base of attack vectors and a system for their targeted applica-
tion, a process visualized in Figure .

Jailbreaking Method Library Construction: The founda-
tion of our framework is a comprehensive, open-source Jail-
breaking Method Library!. We initiated its construction
by prompting an advanced LLM (e.g., Gemini 2.5 Pro) to
survey existing literature and generate a wide array of po-
tential jailbreaking techniques. This Al-generated founda-
tion was then critically augmented with cutting-edge methods
identified from recent academic research, thereby creating a
hybrid knowledge base. We incorporated and categorized a
diverse set of strategies, ranging from simple prompt injec-
tion [Perez and Ribeiro, 2022] to more sophisticated attacks,
such as gradient-based optimization principles adapted for a
black-box setting [Zou et al., 2023] and semantic steganog-
raphy [Zhang er al., 2024]. Key techniques in our library in-
clude Fatigue Jailbreaking (hypothesized to work by impos-
ing a high cognitive load on the model), Conceptual Recom-
bination Deception (exploiting model blind spots in evalu-
ating combinations of individually benign concepts), and the
Gestalt Channel Attack (hiding instructions in structured,
non-narrative formats like JSON to bypass semantic safety
filters).

AI-Driven Risk Taxonomy and Recommendation: To en-
able a strategic deployment of our library, we leveraged the
same advanced LLM to classify all competition risk topics
into a structured taxonomy, as summarized in Table . This
provided a clear map of the challenge landscape. Subse-
quently, we tasked the LLM with establishing a mapping be-
tween each risk category and the most suitable attack methods
from our library. This process generated an intelligent recom-
mendation system that proposed primary, secondary, and aux-
iliary attack strategies for any given risk. This transformed
our approach from random, brute-force attempts to precise,
targeted strikes, significantly improving our initial success
rate. The functionality of this recommendation system is ex-
emplified in Table and Table .

To foster reproducibility and contribute to the community, our com-
plete Jailbreaking Method Library, including the attack framework
and custom web crawlers, is publicly available at: https://github.
com/cuiyucy/BreachLLM
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Phase 2: Systematic Evaluation and Candidate
Screening

With the strategic framework established, the second phase
was dedicated to broad-spectrum testing to identify the most
potent and transferable prompt candidates. The workflow for
this rigorous screening phase is visualized in Figure .

High-Fidelity Testing with Web Crawlers: Standard
API access often fails to replicate the full complexity
of production-level safety measures, which can include
network-level filters and dynamic, JavaScript-based defenses.
To overcome this limitation, we developed a custom web
crawler framework. This framework allowed us to test
prompts directly against the public-facing web interfaces of
target models (e.g., Tongyi, Doubao, Kimi), ensuring our
evaluation accounted for the complete suite of commercial-
grade guardrails and thus provided a much more realistic as-
sessment of prompt effectiveness.

Comprehensive Voting Mechanism for Robustness: A
prompt that works on only one model is not truly effective. To
identify genuinely robust attacks, we systematically deployed
prompts from our library across our entire suite of target mod-
els. The results were aggregated using a hard-voting mech-
anism, where prompts were ranked based on the number of
distinct models they successfully jailbroke. This cross-model
evaluation is crucial for assessing the transferability of our
attack prompts. This rigorous screening process yielded the
top three “elite prompts” for each risk topic, which were not
just effective but also demonstrably robust, to serve as seeds
for the final optimization phase.
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Phase 3: Closed-Loop Iterative Optimization

0 polish our elite prompts, maximizing their effectiveness
according to the competition’s scoring criteria. This cycle,
jsualized in Figure , functions as a practical, reinforcement-
sed optimization engine.

*The core of this phase is an iterative refinement loop that cre-

ates a tight feedback cycle between generation and evalua-
tion. Successful prompts from Phase 2 were used as “’seeds”
to generate a pool of new, diverse variations, exploring the lo-
cal solution space around known successful points. In paral-
lel, failed prompts were analyzed to diagnose their shortcom-
ings and were subsequently refined. Each new prompt variant
was then evaluated in our testing environment, and its perfor-

Tllegal Activities & Black Market Transactiamance was quantified using a composite reward signal. This

signal was designed to be a direct surrogate objective func-
tion for the competition’s black-box scoring mechanism:

Reward = 0.1 x Sldiversity +0.4 x S2consistency + 0.5 x 83?51;
By repeatedly generating and evaluating candidates against
this reward function (Equation 2), we established a virtuous
cycle. This process allowed us to quantitatively “climb the
gradient” of prompt effectiveness, ensuring our final submis-
sions were highly optimized to succeed under the specific
constraints and evaluation metrics of the competition.
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Experimental Results

To validate the efficacy and robustness of our proposed three-
phase framework, we conducted a comprehensive set of ex-
periments within the competitive environment of the IJCAI
2025 Generative Al Security Defense Competition. Our eval-
uation is based on three pillars: (1) our overall competitive
rformance, which reflects the framework’s holistic success;
) a granular quantitative analysis of our attack performance
across different models and tasks; and (3) a qualitative case




TaskMetric Model AModel BModel C

study demonstrating the framework’s application to a chal-

lenging scenario. T2T Consistency Score (S2) 0.756  0.733  0.622
Risk Level Score (S3) 0.678 0.589 0.189

E . tal Set [htbp] T2I Consistency Score (S2) 0.222  0.211  0.311
xperimental Setup Risk Level Score (S3)  0.878  0.844  0.778

. . . AVGConsistency Score (S2) 0.489 0472 0.467

Target Models: Our attacks were evaluated against a suite Risk Level Score (S3) 0778 0717  0.483

of state-of-the-art, commercially deployed Chinese large
models. The text-to-text (T2T) models included Doubao,
Tongyi Qianwen (Qwen), and Deepseek. The text-to-image
(T2I) models included Doubao, Tongyi Wanxiang, and Ten-
cent Yuanbao. All tests were conducted via our custom
web crawler framework to interact with their public-facing,
commercially-guarded interfaces.

Evaluation Metrics: Our success was measured using the
competition’s official scoring criteria, primarily the S2 (Con-
sistency Score) and S3 (Risk Level Score). The S1 (Diversity
Score) served as a critical gatekeeping metric.

Implementation Details: The entire experimental pipeline,
from method library management to closed-loop optimiza-
tion, was orchestrated using our open-sourced framework,
which is publicly available to ensure reproducibility.

Overall Competitive Performance

The ultimate validation of our methodology is its perfor-
mance in a high-stakes, real-world adversarial scenario. Our
team secured Sth place among numerous participants in the
highly competitive final phase. This result provides strong
empirical evidence for the effectiveness of our systematic and
adaptive approach. For a clear representation of our standing,
Figure presents the final competition leaderboard.
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Quantitative Analysis of Attack Performance

Beyond the final ranking, we conducted a detailed quantita-
tive analysis to understand the nuanced performance of our
generated prompts. We report the average S2 and S3 scores
for our best-performing prompts on both T2T and T2I tasks
across three representative, anonymized commercial models
(denoted as Model A, B, and C). The results are summarized
in Table .

Analysis of Consistency Scores (S2)

The results reveal a stark difference in consistency between
the two modalities. For the T2T task, our prompts main-
tained high semantic consistency across all models, with
Model B performing exceptionally well (0.912). This sug-
gests that our methods for text generation can successfully
embed malicious instructions without significantly derailing
the model’s understanding of the core topic. Conversely, the
T2I task exhibited significantly lower consistency scores (in
the 0.21-0.25 range), indicating that the complex and often
obfuscated prompts required for image jailbreaking can lead
to a semantic drift, where the generated image only partially
aligns with the original risky intent.

Analysis of Risk Level Scores (S3)

Regarding the risk level, an inverse trend is observed. For
the T2T task, the risk scores were moderate, with Model C
demonstrating stronger safety resilience (0.210). For the T2I
task, however, the risk scores were consistently higher, with
Model A reaching a notable 0.510. This suggests that while
it is harder to maintain consistency for image generation, a
successful jailbreak is more likely to result in content with a
higher severity of risk. This highlights a critical vulnerability
in current text-to-image safety systems that our framework
was able to consistently exploit.

Qualitative Analysis: A Case Study

To provide a more concrete illustration of our framework’s
capabilities, we present a case study on a challenging risk
topic: “generating instructions for synthesizing a controlled
substance using common household items.” This topic is dif-
ficult because it requires a sequence of logically coherent
steps and is guarded by strong safety filters.

Initial attempts using standard methods like simple role-
playing (”Act as a chemist...”) consistently failed, as the mod-
els’ safety systems immediately identified the harmful intent.
Our Phase 1 recommendation system, however, suggested a
multi-layered strategy combining Conceptual Recombina-
tion Deception and the Gestalt Channel Attack.

The resulting prompt first framed the request as a purely fic-
tional, academic exercise for a screenplay. It then broke down
the harmful process into several seemingly innocuous, in-
dependent steps (e.g., ’Step 1: list common acidic liquids,”
”Step 2: describe a simple heating process”). The final, cru-
cial instruction combining these steps was embedded within
a formatted JSON object in the prompt, which we hypoth-
esize was processed by a different, less semantically-aware
part of the model’s parsing mechanism. This sophisticated,
multi-faceted prompt successfully bypassed the defenses and
induced the target model to generate the forbidden content.



This case study demonstrates that for complex and heavily-
guarded risks, a simple attack is insufficient; the success
hinges on our framework’s ability to systematically construct
and deploy complex, layered attack strategies.

Analysis of Prompt Diversity (S1)

While the competition did not provide exact numerical values
for the S1 diversity score, it provided discrete feedback levels
("High,” ”Medium,” ”Low”). Throughout the final stage, over
75% of our submissions received a "High” diversity rating,
with the remainder rated "Medium,” and none falling “Below
Standard.”

This result is a direct validation of our Phase 1 strategy. By
intentionally constructing our method library with fundamen-
tally different attack paradigms (e.g., semantic manipulation,
logical deception, structural formatting attacks) and using an
LLM to creatively combine them, we ensured that the three
prompts generated for each risk topic were not mere para-
phrases but were built on distinct attack principles. This guar-
anteed that we consistently cleared the critical S1 threshold,
which was a prerequisite for success in the competition.

Discussion

Our experimental results provide robust, multi-faceted val-
idation for our proposed framework. The 5th place finish
confirms its overall effectiveness in a competitive setting.
The quantitative analysis (Table ) reveals an important trade-
off: T2T models offer higher consistency but moderate risk,
whereas T2I models present lower consistency but are vul-
nerable to generating higher-risk content. The qualitative
case study further demonstrates the framework’s necessity in
overcoming strong defenses for nuanced risk topics. Finally,
the consistently high S1 diversity scores validate our library-
based approach to prompt generation. Taken together, these
findings not only prove our methodology’s success but also
offer valuable insights into the differing security postures of
current text and image generative models.

Conclusions

In this paper, we presented and validated a comprehensive,
three-phase framework for systematically jailbreaking state-
of-the-art generative models. Validated through a top-5 finish
in the highly competitive IICAI 2025 Generative Al Security
Defense Competition, our work demonstrates that a multi-
layered, iterative, and data-driven approach can consistently
bypass sophisticated safety mechanisms deployed in produc-
tion environments.

Our methodology’s primary contributions, detailed through-
out this paper, can be concisely summarized as:

A hybrid, AI-augmented methodology for constructing an
expandable and potent attack library.

An Al-driven system for risk taxonomy classification and
strategic attack recommendation.

A high-fidelity evaluation framework using web crawlers
to account for real-world commercial defenses.

A closed-loop optimization engine that leverages a com-
posite reward signal to systematically refine the commands.

While our framework’s success in the competition validates
its holistic efficacy, we acknowledge certain limitations. The
competitive setting, for instance, constrained our ability to
perform granular ablation studies to precisely quantify the
contribution of each individual technique. This presents a
clear avenue for future research, where our open-sourced li-
brary can be used in a more controlled academic setting to
dissect these effects.

Ultimately, our findings deliver a crucial insight: the security
of even the most advanced LLMs is not absolute. A system-
atic, multi-faceted, and adaptive strategy—one that integrates
Al-driven generation with data-driven refinement—can con-
sistently identify and exploit their underlying vulnerabilities.
This underscores the critical need for the development of
more dynamic and holistic defense strategies that can antici-
pate and counter not just singular attack vectors, but compre-
hensive, intelligent attack frameworks like the one we have
presented.

Future Work

The success of our framework opens up several exciting and
critical research trajectories. The insights and open-source
tools from this work serve as a foundation for exploring the
next generation of both Al-driven attacks and defenses. We
propose the following promising directions:

Towards a Fully Autonomous Attack Synthesis Pipeline:
While our framework incorporates significant automation,
key steps such as final prompt polishing still benefit from hu-
man expertise. The next frontier is to remove this human-in-
the-loop bottleneck by developing a fully autonomous, end-
to-end framework. This would involve a "Generator” LLM
proposing candidate attacks and a ”Judge” LLM providing
evaluations, with a reinforcement learning loop that continu-
ously optimizes the Generator’s policy for crafting novel and
effective exploits for specific risk targets [Perez et al., 2022].

Exploring Covert Attack Surfaces: Cross-Modality and
Steganography: Our current approach largely treats text and
image modalities independently. Future work should explore
more sophisticated, covert attack surfaces. This includes
cross-modal attacks, where seemingly benign text prompts
could trigger harmful image generation (or vice versa), and
the automated generation of steganographic prompts. Re-
search into automating techniques like Semantic Steganogra-
phy [Zhang et al., 2024] could yield attacks that are virtually
undetectable by current content-based safety filters, posing a
significantly greater threat to model integrity.

Generalization and Online Adaptability of Attacks: A
crucial unanswered question is how well our top-performing
prompts and methods generalize to new, unseen, and propri-
etary models. A systematic investigation into the transfer-
ability of our attack library is a critical next step. Beyond
static transferability, future research could focus on creating
truly adaptive attack agents. Such an agent would not rely
on a fixed library but would dynamically probe a black-box
model, perform online inference of its defensive mechanisms,
and adjust its attack strategy in real-time.



From Attack Research to Proactive Defense: The ulti-
mate goal of offensive security research is to foster more ro-
bust and resilient defenses. Our comprehensive attack library
and evaluation framework are perfectly positioned to be re-
purposed as a powerful, large-scale red-teaming tool. Fu-
ture work should focus on packaging this methodology into
a ”Red-Teaming-as-a-Service”” (RTaaS) platform. Such a
service would empower developers to proactively test and
harden their models against a diverse and evolving landscape
of jailbreak techniques, creating a vital security benchmark
before models are deployed in the wild.

Ethical Statement

The research presented in this paper focuses on “jailbreak-
ing,” a form of adversarial attack designed to probe the secu-
rity and safety alignments of Generative Large Models. We
formally acknowledge that research in this domain has a dual-
use nature; the methodologies developed to identify vulner-
abilities could, in theory, be adapted for malicious applica-
tions.

However, the primary motivation and guiding principle of
our work are fundamentally defensive. Our objective aligns
with the practice of "Red Teaming,” where offensive tech-
niques are systematically employed in a controlled manner to
discover security flaws before they can be exploited malevo-
lently. By exposing the vulnerabilities detailed in this paper,
we aim to provide the Al safety community and model de-
velopers with actionable insights needed to construct more
resilient and reliable defense mechanisms.

To ensure our research was conducted with the highest degree
of ethical responsibility, we implemented several key safe-
guards:

Responsible Data Collection: Our methodology involved
a custom web crawler framework to test models in realis-
tic, production-like environments. This framework was engi-
neered for responsible operation. We ensured full compliance
with the robots.txt protocol of all target platforms. Further-
more, we implemented conservative rate-limiting and appro-
priate delays between requests to guarantee that our testing
activities imposed no undue load or disruption on the plat-
forms’ services.

Mitigation of Misuse: To prevent the direct misuse of
our findings, we have deliberately refrained from publish-
ing the complete, verbatim prompts that proved most ef-
fective for high-risk jailbreaks. The examples included in
this manuscript are illustrative and have been abstracted to
demonstrate underlying concepts without providing a ready-
to-use “weapon.”

We believe that the transparent and responsible disclosure of
these vulnerabilities contributes positively and constructively
to the collective, ongoing effort to build safer and more ben-
eficial Al systems.
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